GPT-4V(ision) technical work and authors

This document acknowledges the contributors and technical work done as part of the GPT-4V project. GPT-4V refers to the technology that enables the integration of multimodal vision capabilities with GPT-4. Our current body of work consists of multiple resources:

- The “GPT-4 Technical Report” covers the GPT-4 system generally as well as quantitative evaluations of GPT-4V in academic evals and exams.
- The “GPT-4V System Card” covers the safety considerations involved in deploying our work.
- The blog post “ChatGPT Can Now See, Hear and Speak” demonstrates the user interface of the realized GPT-4V system as deployed in ChatGPT.
- “The Dawn of LMMs: Preliminary Explorations with GPT-4V(ision)” work from our colleagues at Microsoft covers a plethora of practical observations and strategies for using GPT-4V.

This collection of works and the following credits reflect the multidisciplinary expertise involved in creating, building, and safely deploying multimodal AI while empowering users and educating the public.
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