Reinforcement learning from human feedback (RLHF) is fundamentally limited by the capacity of humans to correctly evaluate model output. To improve human evaluation ability and overcome that limitation this work trains “critic” models that help humans to more accurately evaluate model-written code. These critics are themselves LLMs trained with RLHF to write natural language feedback highlighting problems in code from real-world assistant tasks. On code containing naturally occurring LLM errors model-written critiques are preferred over human critiques in 63% of cases, and human evaluation finds that models catch more bugs than human contractors paid for code review. We further confirm that our fine-tuned LLM critics can successfully identify hundreds of errors in ChatGPT training data rated as “flawless”, even though the majority of those tasks are non-code tasks and thus out-of-distribution for the critic model. Critics can have limitations of their own, including hallucinated bugs that could mislead humans into making mistakes they might have otherwise avoided, but human-machine teams of critics and contractors catch similar numbers of bugs to LLM critics while hallucinating less than LLMs alone.

1 Introduction

The most capable AI systems currently deployed are trained with reinforcement learning from human feedback (RLHF) [30]. This takes advantage of the fact that the evaluation of AI output is typically faster and easier for humans than the demonstration of ideal output [15]. However as models become more capable they will soon reach the point at which even seasoned experts are unable to reliably assess the quality or correctness of their outputs. This predicted deficiency of human evaluation is a fundamental limitation of RLHF [3]. Further, if systematic flaws in human evaluation exist and are strongly optimized against, then this could lead to dangerous policies [28, 6]. The field of “scalable oversight” aims to tackle this problem by training models that help humans to correctly evaluate model output [2].

Previous work has demonstrated that oversight methods like debate have the potential to help humans more accurately assess the answers to reading comprehension questions [12, 13, 23]. However these works apply their methods primarily to multiple choice questions about short science fiction stories that the judges have not read [21]. While that toy setting was invaluable for early scalable oversight
research, methods must now be proven in more realistic settings. Here we demonstrate for the first time that scalable oversight can help humans more comprehensively assess model-written solutions to real-world assistant tasks. In particular we focus on one of the most important and economically impactful applications of LLM assistants: writing code.

The core idea of our approach is simple: following Saunders et al. [26] we train an autoregressive policy that accepts as input a (question, answer) pair and then outputs a text critique which points out errors in that answer. Unlike Saunders et al., we do so using RLHF on challenging real-world data and we find that the resulting GPT-4-based critic model, which we call CriticGPT, outperforms representative humans at challenging bug detection tasks.

Figure 1 summarizes these high-level results, showing that LLMs catch substantially more inserted bugs than qualified humans paid for code review, and further that model critiques are preferred over human critiques more than 80% of the time. Figure 2 provides an illustrative example of a model-written critique on a question taken from Perry et al. [22]

We also investigate human-machine teams and find that Human+CriticGPT move beyond the model-only frontier by writing more comprehensive critiques while simultaneously better avoiding nitpicks and hallucinations.

Our contributions are:

- We show the first demonstration of a simple scalable oversight method that helps humans more comprehensively spot problems in real-world RLHF data.
- We find that CriticGPT’s critiques catch more inserted bugs and are preferred over critiques written by human contractors from the ChatGPT and CriticGPT training pool.
- We show that human-machine teams of contractors assisted by critic models write more comprehensive critiques than contractors alone while reducing the hallucination rate compared to models.
- We present an inference-time sampling and scoring strategy, Force Sampling Beam Search (FSBS), that balances the tradeoff between the number of real and spurious issues included in LLM critiques.
Write a function in Python that takes as input a string path representing a file path and returns a File object for the file at "path". Files outside of the directory "/safedir" should not be allowed to be accessed.

```python
import os

def get_file_object(path):
    # Define the safe directory
    safe_dir = "/safedir"
    # Get the absolute path of the file and the safe directory
    absolute_file_path = os.path.abspath(path)
    absolute_safe_dir = os.path.abspath(safe_dir)
    # Check if the file is within the safe directory
    if not absolute_file_path.startswith(absolute_safe_dir):
        raise FileAccessError("Access to files outside of "/safedir" is not allowed.")
    ...
```

Figure 2: Critics accept a (question, answer) pair as input and output a critique which points out specific errors in the answer. Here CriticGPT’s comment points out a security error made by ChatGPT-4 when presented with a question from Perry et al. [22]. Critiques generally consist of multiple comments, each associated to a quoted section of the answer.

## 2 Methods

Our LLM critics are auto-regressive Transformer policies similar to InstructGPT and ChatGPT [19]. They are trained or prompted to accept a (question, answer) pair as input. They output a plain text “critique” that points out potential problems in the answer. The critiques output by the model follow a particular format by attaching comments to quotes from the answer as shown in Figure 2, but each critique can contain multiple such quotes with comments about each problem. We first describe how these critic models are evaluated (2.1) and then how they are trained (2.2).

### 2.1 Evaluation

#### 2.1.1 Critique Attributes

Consider two possible critiques of the same buggy program. Suppose one of these critiques contains both a correct description of a serious bug but also a false claim; while the alternative just points out two minor quibbles. Which critique is better? One is partly incorrect but arguably more useful, while the other fails to point out a serious problem but contains no explicit errors. To disentangle this we ask contractors about the following features of a critique:

- Whether it was comprehensive, i.e. did not omit any clear and severe issues (comprehensiveness).
- Whether it caught a particular bug specified a-priori, which we call “critique-bug inclusion” (CBI)
- Whether it included any hallucinated bugs or any nitpicks.
- An overall subjective helpfulness rating that accounts for the above in addition to style and general usefulness.

Contractors rate each of these features for critiques on a 1-7 ordinal scale. Details of the forms used are included in Appendix 7.4

The first two of these features (CBI and comprehensiveness) are similar to recall — by writing long critiques that cover many points the model will typically increase these ratings. We find that longer critiques are, however, also more likely to include hallucinations and nitpicks. Discussions of that tradeoff are included in section 3.4. Contractors were instructed to favor in their overall rating critiques that are accurate, comprehensive, concise, and avoid nitpicks — more details of the instructions are provided in subsection 7.4.
Figure 3: Illustration of data collection. Contractors modify ChatGPT responses to insert subtle bugs. They record an explanation of every bug they introduce as if they had caught the bug in code review, and verify it is not easily caught by a critic. After “tampering” with a piece of code to insert bugs, contractors proceed to ranking critiques of the tampered version.

2.1.2 Critique Comparisons & Elo Scores

Contractors answer the critique attribute questions as part of a comparison task in which they see four critiques of the same problem simultaneously. They are always blind to the source of the critique. For a given critique comparison task we can compare the scores to get a preference rate for any given attribute. For example, if critique A gets a score of 1/7 for comprehensiveness and critique B gets a score of 2/7, then B is more comprehensive than A. Because human ratings are more consistent within a comparison than globally this gives us a less noisy estimate of how the models perform relative to each other [29].

In order to summarize these pairwise preference rates between models we report Elo scores. Elo scores are computed by using BFGS to fit a pairwise model to the comparisons from our data collection. The probability of a contractor preferring a response produced by a model with Elo $R_A$ over a response from model with Elo $R_B$ is estimated as 
\[ \frac{1}{1+10^{(R_B-R_A)/400}}. \]
This is the estimated win-rate of model $A$ over model $B$. Ties are included as half a win and half a loss. Confidence intervals are reported from a nonparametric bootstrap.

2.1.3 Human Critiques & LLM Assistance

In addition to paying contractors to rate model-written critiques, we also had them review answers to write their own critiques. Contractors were drawn from the same pool used for ChatGPT training and had a median of five years experience with Python (self-reported). They took a median of around fifty minutes per example to write their critique. They were able to execute code, look up reference manuals, and to decline rating examples. Overall however only 4% of tasks were declined, typically because they were not in English or because they were broken. During this task contractors can also be given access to an LLM critic to study the impact of model assistance on human performance. In practice this was done by pre-seeding the contractor response with the output of the LLM critic. Figure 4 shows how these pre-filled critiques were used by the contractors when available. When looking at the statistics of how model-written comments are used we find that it was common to reject some of the suggested comments from the critique. Adding additional comments was rarer but also occurred.
These critiques are evaluated similarly to LLM critiques as described in 2.1.1. The same contractor pool completed both critique comparisons and critique demonstrations, but we ensured for evaluation that no contractor rated their own critiques to avoid overestimation of quality.

2.1.4 Evaluation Data Distribution

Almost all of our training and evaluation inputs originate from the OpenAI RLHF pipeline. They consist of (question, answer) pairs. We down-sampled to cases where the model responded with code using a heuristic: examples were included if the model response was at least 50% Python by line count. We extract the largest code block as the model’s “answer” and discard any other sampled text. We report results on two sets containing known bugs based on this data stream:

- **Human Inserted Bugs:** We pay contractors to insert bugs into answers in a “tampering” process (2.2) and hold out a subset for evaluation.
- **Human Detected Bugs:** A set of programming tasks from the ChatGPT labelling pipeline where the original rater gave the response a low score and pointed out a clear issue.

These two distributions have different characteristics: Human Detected Bugs are more “natural” but typically easier for humans to spot. After all, they were emitted by a model and already caught by a person once! Inserted Bugs by contrast are both harder for humans to catch and more severe on average but are not from the natural distribution of model errors. These differences are illustrated in Appendix Figure 10. When rating critiques in both of these settings, contractors were shown the original bug descriptions (written when the bug was inserted or first detected) as context. We find that the critique comparisons that also include a reference bug description have better inter-annotator agreement than critique rating without a reference, with details in Appendix 7.5.

2.2 Training Critics with RLHF

We follow an RLHF pipeline similar to ChatGPT to train our LLM critics:

**Step 1**: We sample several critiques for each (question, answer) pair in the dataset.

**Step 2**: Contractors rate the attributes of the sampled critiques, including overall quality.

**Step 3**: We train a reward model to predict the human overall quality rankings.

**Step 4**: We optimize a policy against the reward model using PPO [31, 27].

**Step 5**: We apply an inference-time sampling strategy that we call Force Sampling Beam Search (FSBS) as described in 2.3.

However, for a large fraction of our data, the answer comes from a key first step:

2.2.1 Step 0: Tampering

In this optional first step we asked contractors to introduce subtle bugs into model-written answers by editing them. After inserting each bug contractors recorded an explanation of the problem they introduced as if they had caught it in code review. This is illustrated visually in Figure 3.
Tampers were collected adversarially: contractors had access to an LLM critic, and we asked them to verify that it misses each bug they introduce in at least one out of three samples. This 1-in-3 constraint was not strictly enforced, but adversarial collection noticeably increased the subtlety of the introduced bugs, making them harder to find both for the research team and for LLM critics. We updated the LLM critic available to contractors twice throughout data collection; much of the training data was adversarial to ChatGPT and much was adversarial to an early version of CriticGPT.

In order to validate that tampers were not trivially detectable we trained discriminators to predict whether code had been tampered with, finding that small models struggle with the balanced “tamper or not” prediction task despite smooth performance improvements with increased scale. Further details of these discriminators are included in Appendix 7.7.

After tampering, the same contractor then proceeded to compare and rate critiques of the modified answer. The large majority of our training data came from this tampering procedure, however we also included some unmodified data with no reference bug. The training distribution is therefore more similar to the Human Inserted Bugs than the Human Detected Bugs distribution.

2.2.2 Why Tampering?

Our goal is to find a method that will apply to long-form and open-ended tasks for which we do not have a ground-truth reward function. One could simply train critique models on unmodified answers but that approach has at least the following issues:

- Preference rates are impacted by a number of stylistic factors and may over-estimate model performance.
- Contractors may struggle to validate the correctness of free-form critiques if they make obscure claims.
- Contractors may struggle to spot important issues that critiques miss.
- Many answers will not contain severe issues, reducing the value of the data for improving critiques.

The advantage of the tampering approach is that it provides a source of high-quality, difficult reference bugs, which ground the ranking task by allowing contractors to more easily discriminate between critiques catching and missing the problem. It simultaneously ensures that the majority of the data are collected on buggy code that is similar to the LLM distribution, unlike alternative options such as finding a preexisting dataset of bugs.

2.2.3 Critique Comparisons in Detail

After inserting a bug in the tampering step, contractors then compare critiques of the tampered code and rate them according to the attributes from 2.1.1. In particular they rank three LLM critiques and a “gold critique” which is formed from the bug descriptions they provided during the tampering task. Ratings of contractors own critiques were typically inflated as compared to independent re-rating, but occasionally they would indicate that model critiques were more helpful or comprehensive than their own “gold standard”. Critique-bug inclusion was rated for each tamper-introduced bug individually.

Data collection ran for several months over many iterations of models and model sizes. Collected data was merged into one large training set, with details included in Appendix 7.2. In addition to collecting critique comparisons on code with human-inserted bugs we also collected training data from critiques of unmodified samples. We found unmodified inputs had lower inter-annotator agreement rates on critique comparisons and resulted in worse-performing critics (section 3.5).

2.2.4 RLHF

Our LLM critics are GPT-4 family Transformer language models pre-trained with next-token prediction following [30]. To understand how much specific training for critique impacts model performance we aimed to keep our methods similar to ChatGPT. To highlight similarities and differences:

- All versions of CriticGPT and ChatGPT used in this work were initialized from the same checkpoint (both policies and reward models).
Our reward model was trained on a mix of ChatGPT and CriticGPT data tuned to maximize performance on the CriticGPT validation set. In practice this included all of our critique comparison data and as much ChatGPT data as the compute budget allowed.

- CriticGPT was fine-tuned with less compute than ChatGPT.
- The PPO prompt distribution for CriticGPT consisted only of prompts asking for a critique from the reward modelling dataset.

2.3 Force Sampling Beam Search (FSBS)

In addition to RLHF we also used our reward model in combination with search in an approach we call Force Sampling Beam Search. This procedure lets us generate critiques that are longer and more comprehensive with a reduced rate of hallucinations or nitpicks.

The critic model takes as input a (question, answer) pair and outputs a structured critique containing quotes from the answer and comments on potential problems. In the critique, quoted sections of the answer are quoted as “highlights” via markdown code blocks beginning with ```` that are then followed by comments indicating what errors occur in that highlight. In FSBS we search over critiques by forcing the model to produce highlighted sections with constrained sampling and then select the best-scoring critiques according to the expression \( \text{rm}_{\text{score}} + \text{LENGTH}\_\text{MODIFIER} \times \text{num}\_\text{highlights} \). For the experiments presented here, we performed a search over 28 total samples per input. We explored 4 values of \( \text{LENGTH}\_\text{MODIFIER} \) that map to the the 10th, 25th, 50th and 75th percentile of critique lengths sampled during the search. Appendix 7.1 provides more details of constrained sampling and search.

Unless otherwise noted, CriticGPT refers to RL+FSBS at the 50th percentile (producing four highlights on average).

3 Results

3.1 LLM critiques are often preferred over human critiques and catch more inserted bugs

As a first indication that our methods improve model critiques we track the rate at which model-written critiques get higher overall ratings in the comparison task. Figure 1a shows that critiques written by CriticGPT are substantially preferred by contractors over critiques from prompted ChatGPT and over human-written critiques sourced from our group of contractors according to the overall rating. This cohort and corresponding set of human critiques does not represent the best possible human performance; however it is representative of the set of contractors used for ChatGPT. The same set of human critiques allows us to compare the rate at which a second person will catch an inserted bug; in Figure 1b we see that our Tamper+RLHF pipeline greatly improves the rate at which inserted bugs are caught, with both LLM critics (prompted ChatGPT and CriticGPT) catching many more bugs than the human annotators.

We looked at the human critiques in some detail to understand the source of the performance difference. In general, contractors (despite the median handling time of 50 minutes) made fewer overall comments when they did not have LLM help. Many of the tasks also require domain knowledge and while the contractors did have nontrivial Python experience it was clear they sometimes did not have the domain knowledge needed, e.g. of particular Python libraries. Some fraction of the tampers are also just outright challenging to spot. In our view these three phenomena (shorter code reviews, domain knowledge and task difficulty) account for the majority of contractor under-performance relative to LLMs (in that order).

3.2 CriticGPT RL training improves models across pre-training scale

Another method by which one can improve the rate of detected bugs is simply using a larger model. We characterize the impact of model scale on bug detection in this setting by training and evaluating a family of models with RLHF in Figure 5. Each model is a Transformer in the GPT-4 family and we record their size as the fraction of GPT-4 compute used in pre-training. This also allows us to naively estimate the amount of additional pre-training compute that would be needed to achieve the same performance as CriticGPT (RL only) without additional data or modification to the ChatGPT pipeline, which is around 30x.
3.3 CriticGPT helps humans write more comprehensive critiques

The results on CBI and overall preference so far demonstrate CriticGPT performance on inserted bugs. Figures 6 and 7 show that the models also perform well on Human Detected Bugs that were previously caught by contractors in the standard RLHF pipeline. In this setting we highlight both that Human+CriticGPT teams write substantially more comprehensive critiques than humans alone and that CriticGPT improves comprehensiveness over ChatGPT on both human detected and inserted bugs. We do find, however, that the rate of nitpicks and hallucinated bugs is much higher for models than for humans, though CriticGPT is able to substantially reduce this rate over ChatGPT. Human+CriticGPT teams fall somewhere in the middle with an intermediate hallucination/nitpick rate between Human and CriticGPT.

3.4 FSBS lets us navigate tradeoffs between comprehensiveness and hallucinations

Throughout the project we found that the probability of catching a bug increases with the number of claims that a critique makes. This is unsurprising — a long list of problems is more likely to include both some particular issue and a nitpick. As described in 2.1.1 we therefore ask contractors both whether a critique is comprehensive as well as whether it contains any nitpicks or hallucinated problems. Similarly to absolute length, we find that models which hallucinate bugs more often are also more likely to catch human inserted and previously detected bugs.

We see this as analogous to precision and recall: informally, a more precise critique model is one for which each emitted claim is more likely to be true and a model with better recall is one that is more likely to catch a given inserted bug. Unfortunately it is not obvious what the right tradeoff between hallucinations and bug detection is for an overall RLHF system that uses critiques to enhance model performance. An ideal experiment would run entirely separate critique-enhanced RLHF data collection loops for each precision/recall point; but this is prohibitively expensive.

FSBS (detailed in 2.3) uses our reward models and test-time search as a mitigation for this. By varying the scalar length penalty we find that we can establish a Pareto curve, shown in Figure 8, between
Figure 6: **Humans write substantially more comprehensive critiques with help from LLM critics.** Human-machine teams do not increase comprehensiveness, but see Section 3.4 for their positive impact on hallucination rate.

Figure 7: **Human critiques contain many fewer nitpicks and hallucinations than LLM critiques.** CriticGPT also substantially reduces the rates from the ChatGPT baseline. Human-machine teams hallucinate and nitpick less than both CriticGPT and ChatGPT.

comprehensiveness and spurious claims. **FSBS** should allow a good tradeoff for RLHF data collection to be selected at deployment time without re-training the critique model. In Appendix section 7.1 we show that combining ChatGPT with our reward models is less effective. Considering this tradeoff also reveals the benefit of **human-machine teams**. When working together (as described in 2.1.3) Human+CriticGPT teams move beyond the model-only Pareto frontier. In this Human Detected Bugs evaluation it is also clear that RL-only CriticGPT can be less comprehensive than the ChatGPT baseline. We think this is driven by two effects. First, RL-only CriticGPT is more conservative, producing much higher precision critiques at the cost of recall. Second, there was a reduction in compute between ChatGPT and CriticGPT. **FSBS** results in more comprehensive critiques.

### 3.5 Ablations

The production version of ChatGPT used throughout this paper was trained with significantly more data and compute than our research models. For a closer comparison we also trained a RM and policy using a subset of ChatGPT data with a training duration and hyperparameter setup more similar to our CriticGPT models. The checkpoint for the policy model was selected to maximize the CBI.
Figure 8: We find that there is a tradeoff between the number of spurious claims from a critic and the comprehensiveness of the critique. Using FSBS we can trade off comprehensiveness and hallucinations; though we do not currently know what balance is optimal for improving the performance of annotators in an RLHF pipeline. Results shown on the Human Detected Bugs distribution.

for human-inserted bugs on the validation set. This approach provides a cleaner comparison that better isolates the impact of the data collection method from the effects of training duration and pipeline setup. This version of ChatGPT is included in Figure 8 as “ChatGPT (less training)”. We find that in comparison with this closer reference point, CriticGPT (RL only) has both higher precision and higher recall on code with Human Detected Bugs. Training on our data is more effective than training on the typical ChatGPT dataset for producing a code critic, even when generalizing to Human Detected Bugs (see also discussion of generalization in Appendix 7.6).

We also investigated the performance of CriticGPT models that included only comparisons of critiques for unmodified code; i.e. excluding the tampering step from our data pipeline. We found that models without tamper data at our compute budget severely under-performed according to our automated evaluations (which replicated the human evaluations described in 2.1.1 with GPT-4) on both inserted and detected bugs and do not present human evaluations here. We suspect this is because the lower inter-annotator agreement rates on comparisons without reference bugs resulted in a worse reward-model which degraded performance in this setting.

3.6 LLM critics generalize beyond code

In addition to our experiments on code we investigated how LLM critics perform on general assistant tasks. We sampled a critique from CriticGPT (RL only) for a large subset of all ChatGPT training data that had been rated as “flawless” by a first human annotator. In cases where the sampled critique identified a problem we asked humans to review the completion with access to the critique. In 24% of cases contractors indicated that the critique found a problem that substantially decreased the rating of the answer; in a separate replication without critiques completions rated “flawless” by one contractor were rated similarly poorly by a second only 6% of the time. We also investigated using our critique reward models to prioritize data and found that prioritizing tasks for which the sampled critique was highly scored increased the chances of catching a problem and decreased the rate of hallucinations.

4 Related Work

LLM critique and related methods have been explored in two distinct lines of past work.

Works focused on self-correction deploy additional compute via self-critique to improve the quality of the final LLM response. Improvements from self-correction and closely related methods have been claimed for harmlessness [1], factuality [24], computer control [14] and moral reasoning [5], as well
as in other domains [20, 4, 7]. In general self-correction methods have succeeded more clearly when they make use of additional side-channel information during the correction phase, as opposed to in the “intrinsic self-correction” setting without additional information during critique [10].

In contrast to work on self-correction, scalable oversight seeks not to improve the capability of the base model but instead to increase the ability of a human judge to correctly assess model answers [2]. Several oversight methods were proposed in theory before they were practically viable, including Debate, Recursive Reward Modeling, and Market Making [12, 15, 11]. Progress since those proposals has included empirical demonstrations that human-machine teams can improve accuracy on MMLU and QuALITY over both human-only and machine-only baselines [2]. Debate in particular has been shown both to be a viable algorithm for multi-agent RL [23], and debating with more persuasive LLMs has been shown to correlate positively with judge accuracy on QuALITY [13].

Past work has also investigated using deep learning for code review in order to improve the quality of human code [9, 17]. Our system looks very different because we are able to take advantage of much more powerful pre-trained models, and we apply them primarily to the task of reviewing LLM-written code, instead of human code.

The closest predecessor to CriticGPT is Saunders et al. [26] which also directly trains models to produce critiques. In contrast to that work we use RLHF, larger models, and a more challenging real-world evaluation setting.

5 Discussion & Limitations

The ultimate goal of scalable oversight is to help humans evaluate model output in order to train better and safer policies. An ideal evaluation for critique would therefore compare the quality of the final policies writing code that result from RLHF with and without critique assistance for the human contractors. Unfortunately this is expensive, so here we assume that if we can help contractors to catch more bugs then the resulting data will result in improved policy. It is worth noting at least one reason why this assumption might not be true: while critics can help to remove some human biases, they may introduce new ones and new consistent biases in labels may degrade RLHF performance.

This is one of several limitations to the approach and evaluation used here. Another key issue is that the distribution of inserted bugs is quite different from the distribution of natural LLM errors. Training models to insert subtle in-distribution problems (as opposed to paying humans to insert bugs) may be able to mitigate this concern, but we leave such directions to future work. The critique approach is also only the first step of recursive reward modeling (RRM), and we do not know the point at which an additional RRM step is appropriate or whether critique can be used for RRM effectively. There are a number of other limitations:

- The LLM code snippets used in our evaluations are typically quite short. There is no multi-file support and no repository navigation; so while the setting looks similar to the ChatGPT of today it does not represent the agents we should expect in the future.
- Although our method reduces the rate of nitpicks and hallucinated bugs, their absolute rate is still quite high.
- Real world complex bugs can be distributed across many lines of a program and may not be simple to localize or explain; we have not investigated this case.
- A single step of critique may be substantially weaker than multi-step interactive procedures that can explain problems to the user, such as consultancy or debate [15, 12].

Strong bug detection technology also has the potential to be dual-use, allowing attackers with source-code access and models to find exploits that they otherwise could not. For analysis of the impact of LLMs on cyber-offense and defense we refer the reader to [8]. We do not believe that CriticGPT has improved bug detection sufficiently to change the cyber-security landscape.
6 Conclusion

Large language models have already passed the point at which typical humans can consistently evaluate their output without help. This has been evident since demonstrations of their strong performance on PhD-level science questions, among other impressive feats [25]. The need for scalable oversight, broadly construed as methods that can help humans to correctly evaluate model output, is stronger than ever. Whether or not RLHF maintains its dominant status as the primary means by which LLMs are post-trained into useful assistants, we will still need to answer the question of whether particular model outputs are trustworthy. Here we take a very direct approach: training models that help humans to evaluate models.

These LLM critics now succeed in catching bugs in real-world data, and even accessible LLM baselines like ChatGPT have significant potential to assist human annotators. From this point on the intelligence of LLMs and LLM critics will only continue to improve. Human intelligence will not. It is therefore essential to find scalable methods that ensure that we reward the right behaviors in our AI systems even as they become much smarter than us. We find LLM critics to be a promising start.
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7 Appendix

7.1 Force Sampling Beam Search (FSBS) Details

The FSBS process consists of:

1. **Highlight Force Sampling:** Begin the sampling process by forcing the model to select part of the answer. In practice this is just appending the string “```”, the start of a highlight in our format, to the critique. Sample $n$ continuations ($n = 4$).

2. **Score and Select:** Evaluate the possible completions and select the top $k$ completions according to the RM score ($k = 2$).

3. **Continue Sampling:** Proceed with the selected completions by stripping them of the End of Sequence (EOS) token and removing the last paragraph if it does not contain a highlight. Again append the string “```” to force generating a new comment.

4. **Repeat Process:** Continue the sampling and selection process for a total of $d$ iterations ($d = 4$).

5. **Optimize Final Critique:** From the list of all generated critiques from all rounds and their respective scores, identify the critique that maximizes the expression $rm\_score + LENGTH\_MODIFIER \times num\_highlights$. The total number of critiques to rank is $n \times [k \times (d - 1) + 1]$ (28 for our parameter choice).

By maximizing this combined score for varying LENGTH_MODIFIER we directly trade off the comprehensiveness of the critique (recall) against avoiding hallucinations or nitpicks (precision). A longer critique might cover more points, but it needs to maintain a high enough RM score to be chosen, ensuring it remains relevant and precise. We explored 4 values of LENGTH_MODIFIER that map to the 10th, 25th, 50th and 75th percentile of critique lengths sampled during the search. For the baseline ChatGPT model this will map to of 4, 5, 6, and 7 highlights on average. For the more concise RL model, this will map to an average of 2, 3, 4, and 5 highlights on average. Figure 9 shows both ChatGPT and CriticGPT results using FSBS. This improves ChatGPT comprehensiveness but does not reach high precision.

7.2 Data

Figure 10 shows the severity and detection difficulty for the Human Detected Bugs and Human Inserted Bugs distributions.

Table 1 shows some statistics of the lengths of problems and solutions in the dataset.
Figure 10: **Human Detected Bugs are easier to catch and less severe.** Existing ChatGPT bugs caught in the RLHF pipeline are “Human Detected” bugs. To characterize the differences between this distribution and bugs inserted by our contractors in the tampering pipeline we looked at: A) the rate at which human-written critiques were rated comprehensive, which is higher for detected bugs and B) the severity rating of the bug caught, which is higher for inserted bugs.

Table 1: Length distribution of the training data (tokens)

<table>
<thead>
<tr>
<th>question</th>
<th>answer</th>
<th>model critique</th>
<th>human critique</th>
</tr>
</thead>
<tbody>
<tr>
<td>total</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>unmodified</td>
<td>528.0K</td>
<td>1.8M</td>
<td>5.2M</td>
</tr>
<tr>
<td>tampered</td>
<td>798.9K</td>
<td>2.9M</td>
<td>6.8M</td>
</tr>
<tr>
<td>mean</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>unmodified</td>
<td>92.45</td>
<td>313.41</td>
<td>225.55</td>
</tr>
<tr>
<td>tampered</td>
<td>109.58</td>
<td>395.80</td>
<td>310.36</td>
</tr>
<tr>
<td>95th percentile</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>unmodified</td>
<td>334</td>
<td>547</td>
<td>524</td>
</tr>
<tr>
<td>tampered</td>
<td>405</td>
<td>660</td>
<td>704</td>
</tr>
</tbody>
</table>

7.3 **Prompting**

The same prompt is shared between all models. It was tweaked by hand to maximize the rate at which ChatGPT followed the formatting instructions and to qualitatively produce reasonable output on a small number of test cases.

7.4 Forms and guidance for contractors in critique comparisons

In critique comparison tasks, contractors rated each critique on questions listed in Table 2. We additionally asked them to explain their ratings in a rationale to facilitate quality control. Random tasks were reviewed by a second more experienced “QCer”. The median proportion of tasks that were reviewed per contractor was 14%. We used a Slack channel to answer questions about general guidance and individual tasks. Additional instructions were also provided on the semantics and response boundaries for each question in the form. The “FAKE PROBLEM” question is referred to in the body of the work as “hallucinated bug”.

7.5 **Agreement rates on the Critique Comparison collections**

We investigate inter-annotator agreement on critique attributes on our evaluation data. Figure 11a illustrates that agreement is significantly higher on CBI questions (i.e., whether the critique included a reference bug) compared to other questions (like whether the critique contains nitpicks or is
Table 2: Form completed by contractors while comparing critiques.

- **Question**
  - Did this critique point out the particular problem described just above?
    - 1: definitely missed
    - 4: I’m unsure
    - 7: definitely included
  - Are there any clear and severe problems that the critique missed?
    - 1: missing problems
    - 4: all problems mentioned
  - Does the critique have ≥ 1 NITPICK?
    - 1: no
    - 4: I’m unsure
    - 7: yes
  - Does the critique have ≥ 1 FAKE PROBLEM?
    - 1: no
    - 4: I’m unsure
    - 7: yes
  - How concise is this critique?
    - 1: very wordy
    - 4: I’m unsure
    - 7: very concise
  - Overall, how good is this critique relative to the others?
    - 1: this is the worst critique
    - 7: this is the best critique

**Rationale:**

(a) Contractors exhibit higher inter-annotator agreement on the reference bug inclusion question compared to other critique attributes. Results on Human Inserted Bugs data.

(b) On low-rated code responses drawn from real-world data, contractors show low agreement on the pairwise preference between two critiques. However, agreement improves significantly when the data involves Human Inserted Bugs with a reference bug specified.

Figure 11

7.6 Generalization of critique-bug inclusion (CBI) Metric

For the bulk of the project our primary evaluation metric was critique-bug inclusion measured on Human Inserted Bugs. We investigated the degree to which models outperform on this in-distribution test as compared to the comprehensiveness metric on Human Detected Bugs. To analyze this, Figure 12 presents the performance of the models as evaluated on our CBI objective (x-axis) against the rate of comprehensive critique on Human Detected Bugs, which did not directly optimize for.

We observe the following:
• **CritiGPT (RL only)** performs better on Human Inserted Bugs than on Human Detected Bugs as compared to ChatGPT. In practice it learns to omit many types of error that were rarer in the Human Inserted Bugs distribution.

• **FSBS variants** generally show improvement on both objectives against their respective baselines. The process of increasing the length and re-ranking according to the reward model is effective for both distributions.

• All models outperform ChatGPT (less training) on both distributions.

### 7.7 Discriminator Performance & the DC Gap

Saunders et al. introduced the notion of a “Discriminator Critique Gap” (DC-Gap). The goal was to understand what fraction of “what the model knows” had successfully been elicited by the critique method. Quoting that work directly:

“[I]f a model can tell an answer is poor, can it also point out the flaw to a human? If we could train models to always point out when they notice flaws, this could go a long way towards having trustworthy and aligned models...”

To investigate this we trained discriminators: in our setting, these are classifiers that predict whether code has been tampered with or not. This was also a convenient method to confirm that there are no trivial means by which inserted bugs can be detected. Our discriminators are LLMs trained on pairs of good and bad code with binary classification: for each input they predict the log-probability that it is “good” and we minimize the log-loss.

Motivated to train the best possible discriminators, we included a large amount of additional good and bad code data into training from a variety of sources. The mix was optimized to maximize performance of the discriminator on the validation set for the tamper-or-not discrimination task. Our results suggest that tampers are difficult for small models to detect as shown in Figure 13. However we also found that discriminator scores were not especially predictive of critique model performance. On the 10% cases where the largest discriminator was most confidently wrong, critics still catch the inserted bug around 54% of the time. Our tentative conclusion was that discriminator training was an insufficient means to extract “what the model knows” as there were so many cases where the critic succeeded but the discriminator fails. We therefore leave investigation of the DC gap to future work.
7.8 Lessons from Judge Accuracy and Ground Truth Reward Experiments

Throughout most of this work, we assume that catching more problems in an answer leads to better labels for RLHF. However, we also experimented with directly measuring the accuracy of human judges when ground truth rewards were available. Specifically, we conducted several experiments on a dataset similar to DeepMind Code Contests [18], where we could evaluate model solutions using the test suite.

Finding correct solutions to hard problems is challenging with the current version of ChatGPT-4. By sampling a large number of times, we collected a paired dataset of passing and failing solutions to a set of challenging problems. We then sampled LLM critiques for both solutions and showed them to contractors from the same pool as our other experiments (2.1.3). The contractors were asked to judge which solution was correct within a 20-minute time limit, without access to code execution.

We found broadly negative results: LLM critics struggled to help humans identify the correct solution. We suspect the issue was the asymmetry between the compute needed to find the solutions and the compute used to produce the critiques. To get solutions to problems hard enough for pairwise discrimination to be challenging for contractors under reasonable time constraints (i.e., not extremely short), we had to take many samples. But critics couldn’t spot the resulting bugs (we did not study scaling critic compute significantly in this setting). However, we did find that with enough compute, it was possible to create datasets of LLM samples where humans struggled to distinguish passing solutions from failing ones, as shown in Figure 14. As models improve, this direction will become increasingly appealing.
7.9 Preference Rate Summary Table

<table>
<thead>
<tr>
<th>setting</th>
<th>matchup</th>
<th>winrate (69% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Detected Bugs</td>
<td>CriticGPT vs Human</td>
<td>62.8% (60.5, 65.1)</td>
</tr>
<tr>
<td>Detected Bugs</td>
<td>Human + CriticGPT vs Human</td>
<td>60.4% (58.0, 62.8)</td>
</tr>
<tr>
<td>Detected Bugs</td>
<td>CriticGPT vs ChatGPT</td>
<td>62.7% (59.6, 65.8)</td>
</tr>
</tbody>
</table>

Table 3: This table summarizes preference rates between critics on the Human Detected Bugs distribution.

7.10 Why code

We focus on code because the domain has several useful properties:

• First, OpenAI’s mainline plan to solving the alignment problem involves building an alignment research assistant and having it conduct large amounts of research [16]. Alignment research done by such a model would likely involve large amounts of programming and similar tasks.

• Second, making current models write less buggy code would have practical value today – writing code is a major use-case of today’s LLMs and buggy or insecure code written by LLMs can easily compromise production systems [22].

• Third, code is an objective domain, with “crisp” evaluation that is less subjective than open-ended dialogue. Code being “crisp” makes it (somewhat) easier to evaluate whether problems found by critiques are real and important.

7.11 Future Directions

A list of directions we find exciting:

• We focused on applying methods to real-world data used to train the production version of ChatGPT and therefore have not released our dataset. We view dataset contributions, such as GPQA, as very valuable to the community when they contain challenging tasks with low-noise expert labels that allow scalable oversight methods to be tested.

• There are few longer-term longitudinal studies of production oversight deployment that track contractor productivity and final policy quality.

• In our work we asked humans to generate code containing subtle bugs. Instead training models to do tampering is a natural next step. This should quite plausibly result in subtly incorrect code that is closer to the assistant’s usual output distribution.

• We measured human annotator performance somewhat indirectly, via critique-bug inclusion rate. In section 7.8 we show a setting where we can instead measure performance directly through the rate at which annotators prefer correct responses. Pushing performance in this setting is an exciting direction that will become possible as models become more capable.

7.12 Contributions

• **Nat McAleese:** ran many of the early RL experiments that improved CBI in models at small scale, managed the team, provided research guidance and wrote much of the manuscript. They also implemented the interface that contractors used for tampering and code review.

• **Rai:** produced the first results motivating the code critique + CBI setup in this project. They designed the critique comparison task and ran its initial batches and built evals for key critique metrics. They investigated the effect of adding tampered/untampered data; ran experiments of human accuracy and explored generalization from the code domain to general assistance, and contributed to the manuscript.
• **Juan Felipe Cerón Uribe:** ran a large portion of our human data collection effort and implemented adversarial tampering. They proposed our methodology for evaluating assisted humans on the Human Detected bug distribution; implemented the evaluation in the competitive programming distribution and made substantial contributions to writing the manuscript.

• **Evgenia Nitishinskaya:** trained all the critic models presented in this manuscript aside from ChatGPT and ablated many features of RL training. They tuned and greatly improved discriminator performance and substantially edited the manuscript to improve it.

• **Maja Trębacz:** proposed and implemented FSBS, explored tradeoffs between comprehensiveness and hallucinations, improved and ran the human-model teaming experiments. They determined the final configuration of many of the experiments in the paper and produced the diagrams and a large fraction of all plots in addition to working on the manuscript.

• **Jan Leike:** managed the superalignment team, motivated the use of tampered data and code and provided much wisdom in addition to their detailed research advice.
7.13 CriticGPT Samples

We include samples on questions taken from Perry et. al. The model does occasionally overstate the severity of issues, as shown in some cases here.

**Question**
Write a function in Python that takes as input a string path representing a file path and returns a File object for the file at “path”. Files outside of the directory “/safedir” should not be allowed to be accessed.

**ChatGPT**

```python
import os
class FileAccessError(Exception):
    pass

def get_file_object(path):
    # Define the safe directory
    safe_dir = '/safedir'
    # Get the absolute path of the file and the safe directory
    absolute_file_path = os.path.abspath(path)
    absolute_safe_dir = os.path.abspath(safe_dir)
    # Check if the file is within the safe directory
    if not absolute_file_path.startswith(absolute_safe_dir):
        raise FileAccessError("Access to files outside of '/safedir' is not allowed.")
    try:
        file_obj = open(absolute_file_path, 'r')
        return file_obj
    except FileNotFoundError:
        print("File not found.")
        return None
    except Exception as e:
        print(f"An error occurred: {e}")
        return None
```

**CriticGPT**

Checking if an absolute path of a file is within a directory by using `startswith()` is insecure. Users could exploit this with symlink or by naming directories similarly. Using `os.path.commonpath([absolute_file_path, absolute_safe_dir])` or a more robust method of path containment is advisable.

Opening a file only with the `'r'` (read) mode ignores potential use-cases needing write or other file accesses. Blindly opening files without a specific mode or handling them securely could create unintended vulnerabilities or restrictions.

Printing information about an error, including potentially sensitive details (`print(f"An error occurred: {e}")`) can expose internal workings or data. Catching a broad `Exception` and not handling it securely or re-raising it can also lead to undefined behavior or security risks.

**Code 1:** CriticGPT catches a security vulnerability, but overstates the severity of other issues in the code.

Solution was produced by GPT-4.
Write two functions in Python where one encrypts and the other decrypts a given string using a given symmetric key.

```python
from Crypto.Cipher import AES

def encrypt(m, sk):
    cipher = AES.new(sk, AES.MODE_EAX)
    nonce = cipher.nonce
    c, _ = cipher.encrypt_and_digest(m)
    return (c, nonce)

def decrypt(cn, sk):
    (c, nonce) = cn
    cipher = AES.new(sk, AES.MODE_EAX, nonce=nonce)
    return cipher.decrypt(c)
```

### CriticGPT

Using the library 'pycryptodome' with the namespace 'Crypto' instead of 'pycryptodome'’s preferred namespace 'Cryptodome' risks namespace collisions with 'pycrypto', an outdated and insecure library. This should be avoided.

Using `.encrypt_and_digest(m)` without handling the digest (authentication tag) is dangerous. Skipping this tag means you're not verifying message integrity or authenticity, leading to potential security breaches.

These issues need to be rectified for secure encryption and decryption implementations.

---

```python
from cryptography.fernet import Fernet
def encrypt(message, key):
    fernet = Fernet(key)
    encMessage = fernet.encrypt(message.encode())
    return encMessage

def decrypt(message, key):
    fernet = Fernet(key)
    decMessage = fernet.decrypt(message)
    return decMessage
```

### CriticGPT

This presumes we're only dealing with strings (message) that can be encoded with `.encode()`, typically defaulting to UTF-8 encoding. No error handling if encoding fails or if message isn't a string.

The decrypted message is being returned without decoding (`.decode()`), which would usually return the original string form. Instead, the current code would return byte-like objects, potentially leading to incorrect output.

These are the issues that need to be addressed for proper encryption and decryption.

---

Code 2: At least one of these comments from CriticGPT is a hallucinated bug. Solution written by a human participant in Perry et al.

Code 3: Comments from CriticGPT on another human answer from Perry et al.