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Executive Summary
In recent years, artificial intelligence (AI) systems have significantly improved and their capabilities have
expanded. In particular, AI systems called “generative models” have made great progress in automated
content creation, such as images generated from text prompts. One area of particularly rapid devel-
opment has been generative models that can produce original language, which may have benefits for
diverse fields such as law and healthcare.

However, there are also possible negative applications of generative language models, or “language
models” for short. For malicious actors looking to spread propaganda—information designed to shape
perceptions to further an actor’s interest—these language models bring the promise of automating the
creation of convincing and misleading text for use in influence operations, rather than having to rely
on human labor. For society, these developments bring a new set of concerns: the prospect of highly
scalable—and perhaps even highly persuasive—campaigns by those seeking to covertly influence public
opinion.

This report aims to assess: how might language models change influence operations, and what steps
can be taken to mitigate these threats? This task is inherently speculative, as both AI and influence
operations are changing quickly.

Many ideas in the report were informed by a workshop convened by the authors in October 2021,
which brought together 30 experts across AI, influence operations, and policy analysis to discuss the
potential impact of language models on influence operations. The resulting report does not represent
the consensus of workshop participants, and mistakes are our own.

We hope this report is useful to disinformation researchers who are interested in the impact of emerging
technologies, AI developers setting their policies and investments, and policymakers preparing for social
challenges at the intersection of technology and society.

Potential Applications of Language Models to Influence Operations

We analyzed the potential impact of generative language models on three well-known dimensions of
influence operations—the actors waging the campaigns, the deceptive behaviors leveraged as tactics,
and the content itself—and conclude that language models could significantly affect how influence
operations are waged in the future. These changes are summarized in Table 1.

The potential of language models to rival human-written content at low cost suggests that these mod-
els—like any powerful technology—may provide distinct advantages to propagandists who choose to
use them. These advantages could expand access to a greater number of actors, enable new tactics of
influence, and make a campaign’s messaging far more tailored and potentially effective.

Progress in Influence Operations and Critical Unknowns

Technical progress in language models is unlikely to halt, so any attempt to understand how language
models will affect future influence operations needs to take expected progress into account. Language
models are likely to become more usable (making it easier to apply models to a task), reliable (reduc-
ing the chance that models produce outputs with obvious errors), and efficient (increasing the cost-
effectiveness of applying a language model for influence operations).
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Dimension 1 Potential Change Due
to Generative AI Text

Explanation of Change

Larger number and more diverse
group of propagandists emerge.

As generative models drive down the cost of
generating propaganda, more actors may �nd
it attractive to wage in�uence operations.

Actors
Outsourced �rms become more
important.

Propagandists-for-hire that automate the pro-
duction of text may gain new competitive ad-
vantages.

Automating content production
increases scale of campaigns.

Propaganda campaigns will become easier to
scale when text generation is automated.

Existing behaviors become more
ef�cient.

Expensive tactics like cross-platform testing may
become cheaper with language models.Behavior

Novel tactics emerge.
Language models may enable dynamic, person-
alized, and real-time content generation like
one-on-one chatbots.

Messages are more credible and
persuasive.

Generative models may improve messaging
compared to text written by propagandists who
lack linguistic or cultural knowledge of their tar-
get.

Content

Propaganda is less discoverable.

Existing campaigns are frequently discovered
due to their use of copy-and-pasted text (copy-
pasta), but language models will allow the pro-
duction of linguistically distinct messaging.

Table 1: How Language Models May Affect the ABCs of In�uence Operations

These factors lead us to make a high con�dence judgment that language models will be useful for in�u-
ence operations in the future. The exact nature of their application, however, is unclear.

There are several critical unknowns that will impact how, and the extent to which, language models will
be adopted for in�uence operations. These unknowns include:

• Which new capabilities for in�uence will emerge as a side-effect of well-intentioned re-
search? The conventional research process—which targets more general language tasks—has
resulted in systems that could be applied to in�uence operations. New capabilities, like producing
longform persuasive arguments, could emerge in the future. These emergent capabilities are hard
to anticipate with generative models, but could determine the speci�c tasks propagandists will use
language models to perform.

• Will it be more effective to engineer speci�c language models for in�uence operations, rather
than apply generic ones? While most current models are built for generic tasks or tasks of sci-
enti�c or commercial value, propagandists could build or adapt models to be directly useful for
tasks like persuasion and social engineering. For example, a propagandist may be able to adapt a
smaller, less capable model in a process known as �ne-tuning. This is likely cheaper than building
a larger, more general model, though it is uncertain how much cheaper this would be. Further-
more, �ne-tuning a state-of-the-art model could make novel capabilities for in�uence easier for
propagandists to obtain.

1. Dimension categories drawn from Camille François's “Disinformation ABC” framework.
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• Will actors make signi�cant investments in language models over time? If many actors invest
in, and create, large language models, it will increase the likelihood of propagandists gaining
access to language models (legitimately or via theft). Propagandists themselves could invest in
creating or �ne-tuning language models, incorporating bespoke data—such as user engagement
data—that optimizes for their goals.

• Will governments or speci�c industries create norms against using models for propaganda
purposes? Just as norms around use constrain the misuse of other technologies, they may con-
strain the application of language models to in�uence operations. A coalition of states who agree
not to use language models for propaganda purposes could impose costs on those that fail to abide.
On a substate level, research communities and speci�c industries could set norms of their own.

• When will easy-to-use tools to generate text become publicly available? Language models
still require operational know-how and infrastructure to use skillfully. Easy-to-use tools that pro-
duce tweet- or paragraph-length text could lead existing propagandists who lack machine learning
know-how to rely on language models.

Because these are critical possibilities that can change how language models may impact in�uence op-
erations, additional research to reduce uncertainty is highly valuable.

What Can Be Done to Mitigate the Potential Threat?

Building on the workshop we convened in October 2021, and surveying much of the existing literature,
we attempt to provide a kill chain framework for, and a survey of, the types of different possible mitiga-
tion strategies. Our aim is not to endorse speci�c mitigations, but to show how mitigations could target
different stages of the in�uence operation pipeline.

3



What
Propagandists

Require

Stage of
Intervention

Illustrative Mitigations

1. Language
Models Capable

of Producing
Realistic Text

Model Design
and Construction

AI Developers Build Models That Are More Fact-
Sensitive
Developers Spread Radioactive Data to Make Gen-
erative Models Detectable
Governments Impose Restrictions on Data Collec-
tion
Governments Impose Access Controls on AI Hard-
ware

2. Reliable Access
to Such Models

Model Access

AI Providers Impose Stricter Usage Restrictions on
Language Models
AI Developers Develop New Norms Around Model
Release

3. Infrastructure
to Distribute the

Generated Content

Content
Dissemination

Platforms and AI Providers Coordinate to Identify AI
Content
Platforms Require “Proof of Personhood” to Post
Entities That Rely on Public Input Take Steps to Re-
duce Their Exposure to Misleading AI Content
Digital Provenance Standards Are Widely Adopted

4. Susceptible
Target Audience

Belief Formation
Institutions Engage in Media Literacy Campaigns
Developers Provide Consumer Focused AI Tools

Table 2: Summary of Example Mitigations

The table above demonstrates that there is no silver bullet that will singularly dismantle the threat
of language models in in�uence operations. Some mitigations are likely to be socially infeasible, while
others will require technical breakthroughs. Others may introduce unacceptable downside risks. Instead,
to effectively mitigate the threat, a whole of society approach, marrying multiple mitigations, will likely
be necessary.

Furthermore, effective management will require a cooperative approach among different institutions
such as AI developers, social media companies, and government agencies. Many proposed mitigations
will have a meaningful impact only if these institutions work together. It will be dif�cult for social media
companies to know if a particular disinformation campaign uses language models unless they can work
with AI developers to attribute that text to a model. The most radical mitigations—such as inserting
content provenance standards into the protocols of the internet—would require extreme coordination,
if they are desirable at all.

Perhaps most importantly, the mitigations we highlight require much more development, scrutiny, and
research. Evaluating their effectiveness and robustness is worthy of serious analysis.
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1 Introduction

1.1 Motivation

In recent years, as the capabilities of generative arti�cial intelligence (AI) systems—otherwise known as
“generative models”—have improved, commentators have hypothesized about both the potential bene-
�ts and risks associated with these models. On the one hand, generative AI systems open up possibilities
in �elds as diverse as healthcare, law, education, and science.2 For example, generative models are be-
ing used to design new proteins,3 generate source code,4 and inform patients.5 Yet the rapid speed of
technological progress has made it dif�cult to adequately prepare for, or even understand, the poten-
tial negative externalities of these models. Early research has suggested that bias in model generations
could exacerbate inequalities, that models could displace human workers, and that, in the wrong hands,
models could be intentionally misused to cause societal harm.6

Concurrently, the last decade has seen a rise in political in�uence operations—covert or deceptive ef-
forts to in�uence the opinions of a target audience—online and on social media platforms speci�cally.
Researchers and social media platforms have documented hundreds of domestic and foreign in�uence
operations that are designed to mislead target audiences.7 In the United States, the US intelligence com-
munity has publicly stated that foreign governments, including Russia and Iran, have waged in�uence
operations targeting the 2016 and 2020 US presidential elections.8

In this paper, we focus on the overlap between these two trends. First, we ask: How can language mod-
els, a form of generative AI that can produce original text, impact the future of in�uence operations?
While several studies have addressed speci�c applications, we provide frameworks for thinking through
different types of changes and highlight critical unknowns that will affect the ultimate impact. By high-
lighting the technology's current limitations and critical unknowns, we attempt to avoid threat in�ation
or a sole focus on doomsday scenarios. After developing the threats, we ask: What are the possible
mitigation strategies to address these various threats?

Our paper builds on a yearlong collaboration between OpenAI, the Stanford Internet Observatory (SIO),
and Georgetown's Center for Security and Emerging Technology (CSET). In October 2021, we convened

2. Rishi Bommasani et al., “On the Opportunities and Risks of Foundation Models,”arxiv:2108.07258 [cs.LG] , August 2021,
https:// doi.org/ 10.48550/ arxiv.2108.07258.

3. Mohammed AlQuraishi, “Machine learning in protein structure prediction,” Current Opinion in Chemical Biology65 (De-
cember 2021): 1–8, ISSN: 1367-5931, https:// doi.org/ 10.1016/ J.CBPA.2021.04.005.

4. “ML-Enhanced Code Completion Improves Developer Productivity,” Google AI Blog, accessed July 28, 2022, https:// ai.
googleblog.com/ 2022/ 07/ ml-enhanced-code-completion-improves.html.

5. Maguire Herriman et al., “Asked and Answered: Building a Chatbot to Address Covid-19-Related Concerns,”NEJM Catalyst
Innovations in Care Delivery, June 18, 2020, https:// catalyst.nejm.org/ doi/ full / 10.1056/ CAT.20.0230.

6. See for example Mark Chen et al., “Evaluating Large Language Models Trained on Code,”arxiv:2107.03374 [cs.LG] ,
July 14, 2021, https:// doi.org/ 10.48550/ arxiv.2107.03374; Bommasani et al., “On the Opportunities and Risks of Foundation
Models”; Sarah Kreps, R. Miles McCain, and Miles Brundage, “All the News That's Fit to Fabricate: AI-Generated Text as a
Tool of Media Misinformation,” Journal of Experimental Political Science9, no. 1 (November 2022): 104–117, ISSN: 2052-2630,
https:// doi.org/ 10.1017/ XPS.2020.37; Ben Buchanan et al.,Truth, Lies, and Automation: How Language Models Could Change
Disinformation (Center for Security and Emerging Technology, May 2021), https:// doi.org/ 10.51593/ 2021CA003.

7. For a list of in�uence operations removed from Facebook alone, see Nathaniel Gleicher et al.,Threat Report: The State of
In�uence Operations 2017-2020(Meta, May 2021), https: // about.fb.com/ news/ 2021/ 05/ influence-operations-threat-report/

8. National Intelligence Council, Intelligence Community Assessment: Foreign Threats to the 2020 US Federal Elections(Na-
tional Intelligence Council, March 10, 2021), https : / / int .nyt .com / data/ documenttools/ 2021- intelligence- community -
election-interference-assessment/ abd0346ebdd93e1e/ full.pdf.
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a two-day workshop among 30 disinformation and machine learning experts in industry and academia
to discuss the emerging threat as well as potential mitigations. This paper builds on the whitepaper that
we circulated to workshop participants, the workshop itself, and subsequent months of research. We
thank workshop participants for helping to clarify potential vectors of abuse and possible mitigations,
and note that our report does not necessarily re�ect the views of the participants.

1.2 Threats and Mitigations

How can language models affect the future of in�uence operations?

To address this question, we build on the ABC model — Actors, Behaviors, and Content — from the
disinformation literature. 9 Language models can affectwhich actors wage in�uence operations, how
they do so, andwhat content they produce.

• Actors: Language models drive down the cost of generating propaganda—the deliberate attempt
to shape perceptions and direct behavior to further an actor's interest10—so more actors may �nd it
attractive to wage these campaigns.11 Likewise, propagandists-for-hire that automate production
of text may gain new competitive advantages.

• Behavior: Recent AI models can generate synthetic text that is highly scalable, and often highly
persuasive.12 In�uence operations with language models will become easier to scale, and more ex-
pensive tactics (e.g., generating personalized content) may become cheaper. Moreover, language
models could enable new tactics to emerge—like real-time content generation in one-on-one chat-
bots.

• Content: Language models may create more impactful messaging compared to propagandists who
lack linguistic or cultural knowledge of their target. They may also make in�uence operations less
discoverable, since they create new content with each generation.

When considering these predicted changes, it is also important to remember that AI development is
progressing rapidly. We highlight critical unknowns that will impact the future of in�uence operations,
including how models will improve, whether new capabilities will emerge as a product of scale, whether
actors invest in AI for in�uence operations, and whether norms emerge that constrain different actors
from automating their in�uence campaigns.

What mitigations could reduce the impact of AI-enabled in�uence operations?

After laying out potential threats, we also consider the range of possible mitigation strategies to in�uence
operations with language models. We develop a framework that categorizes mitigations based on a kill

9. Camille François,Actors, Behaviors, Content: A Disinformation ABC Highlighting Three Vectors of Viral Deception to Guide
Industry & Regulatory Responses(Transatlantic High Level Working Group on Content Moderation Online and Freedom of
Expression, September 2019), https:// science.house.gov/ download/ francois-addendum.

10. Garth Jowett and Victoria O'Donnell, Propaganda & Persuasion, 6th ed. (SAGE Publications, 2014), ISBN: 1483323528;
Philip M. Taylor, Munitions of the mind: a history of propaganda from the ancient world to the present era(Manchester University
Press, 2003),ISBN: 978-1-84779-092-7.

11. We include a rough cost-effectiveness calculation in Section 4.1.3; see also Micah Musser, “A Cost Analysis of Generative
Language Models and In�uence Operations,” (Working Paper).

12. Buchanan et al.,Truth, Lies, and Automation: How Language Models Could Change Disinformation; Josh A. Goldstein et al.,
“Can AI write persuasive propaganda?,”(Working Paper).
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chain framework. To effectively wage an in�uence operation with a language model, propagandists
would require (1) that a model is built (by themselves or others), (2) that they have access to the
model, (3) that they have the means of disseminating content they produce, and (4) that the information
spread impacts the target. Each of these steps—model design and construction, model access, content
dissemination, and belief formation—represents a possible stage for intervention.

1.3 Scope and Limitations

This paper focuses on a particular application of AI (language models) to in�uence operations, but it
does not focus on other AI models, other forms of information control, or speci�c actors. As described
above, generative models include models that can create a range of output. The idea of AI-generated
“deepfaked” images or video has been in the public consciousness for several years now.13 Recently, for
example, a low-quality deepfake video of Ukrainian President Volodymyr Zelensky purportedly telling
Ukrainian soldiers to lay down their arms and surrender circulated on social media.14 Higher-quality
deepfake videos have also gained traction in the past.15 We focus on generative text, rather than videos,
images, or multimodal models for three reasons: �rst, because text is relatively underexplored (com-
pared to images and videos) in the disinformation literature, second, because text seems particularly dif-
�cult to distinguish as AI-generated, and third, because access to these capabilities is diffusing quickly.16

While multimodal models are also new and relatively underexplored, they are not our primary focus.

Our focus on how language models can be used for in�uence operations scopes our study more nar-
rowly than information control writ large. State and non-state actors engage in a variety of information
control behaviors, ranging from censorship to manipulating search algorithms. One recent framework
categorizes different forms of digital repression, and notes that these techniques are as distinct as “on-
line disinformation campaigns, digital social credit schemes, private online harassment campaigns by
lone individuals, and regime violence against online political actors.”17 While we take digital repression
seriously, a fuller examination of categories of digital repression other than covert propaganda cam-
paigns—and how those categories are affected by AI—falls outside our scope.

Our scope is relevant to a variety of state, substate, and private actors; we do not focus on any one actor
speci�cally. Although the intentions and capabilities of speci�c actors is relevant to assess the likelihood

13. Claire Wardle, “This Video May Not Be Real,”New York Times, August 19, 2019, https:// www.nytimes.com/ 2019/ 08/
14/ opinion/ deepfakes-adele-disinformation.html; Tim Hwang, Deepfakes: A Grounded Threat Assessment(Center for Security
and Emerging Technology, July 2020), https:// doi.org / 10.51593/ 20190030; Kelly M. Sayler and Laurie A. Harris, “Deep
Fakes and National Security,”Congressional Research Services, 2022, https:// crsreports.congress.gov; Luisa Verdoliva, “Media
Forensics and DeepFakes: An Overview,”IEEE Journal on Selected Topics in Signal Processing14, no. 5 (January 2020): 910–932,
ISSN: 19410484, https:// doi.org/ 10.1109/ JSTSP.2020.3002101; Hany Farid, “Creating, Using, Misusing, and Detecting Deep
Fakes,”Journal of Online Trust and Safety1, no. 4 (September 2022), ISSN: 2770-3142, https:// doi.org/ 10.54501/ JOTS.V1I4.
56.

14. Bobby Allyn, “Deepfake video of Zelenskyy could be `tip of the iceberg' in info war, experts warn,” NPR, March 16, 2022,
https:// www.npr.org / 2022/ 03/ 16/ 1087062648/ deepfake-video-zelenskyy-experts-war-manipulation-ukraine-russia.

15. Rachel Metz, “How a deepfake Tom Cruise on TikTok turned into a very real AI company,” CNN, August 6, 2021, https:
// edition.cnn.com/ 2021/ 08/ 06/ tech/ tom-cruise-deepfake-tiktok-company.

16. This is true on two levels: �rst, the set of institutions that have trained their own highly capable language model from
scratch has expanded rapidly over the past two years. Second, public access to many of those models has widened over time.
For instance, while GPT-3 was initially released behind a sharply restricted API, it has since considerably loosened its access
restrictions, allowing a larger number of people to use the model. And other, only slightly less capable models have been made
fully public, with no use restrictions at all. See Section 3.2.

17. Jennifer Earl, Thomas V. Maher, and Jennifer Pan, “The digital repression of social movements, protest, and activism: A
synthetic review,” Science Advances8 (October 2022): 8198, https: // www.science.org/ doi/ pdf/ 10.1126/ sciadv.abl8198.
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of future use of language models for in�uence operations, our focus is primarily on the technology and
trends. For example, we describe tactics that could be deployed in a range of settings, rather than
applications of AI to in�uence operations in highly speci�c political contexts. Additional research can
expand on this paper to consider how speci�c groups may (or may not) use different language models
for the types of in�uence campaigns we describe.

A paper on how current and future technological developments may impact the nature of in�uence
operations is inherently speculative. Today, we know that it is possible to train a model and output its
content—without notifying social media users—on platforms. Likewise, existing research shows that
language models can produce persuasive text, including articles that survey respondents rate as credible
as real news articles.18 However, many of the future-oriented possibilities we discuss in the report
are possibilities rather than inevitabilities, and we do not claim any one path will necessarily come to
fruition. Similarly, our goal in this report is not to explicitly endorse any one mitigation, or any speci�c
set of mitigations. Rather, we aim to lay out a range of possibilities that researchers and policymakers
can consider in greater detail.

We also recognize that our backgrounds may result in a biased perspective: several authors work for
AI developers directly, and we do not represent many of the communities that AI-enabled in�uence
operations may affect. We encourage future research to pay particular attention to likely differential
impacts and to conduct surveys of those most at risk or susceptible to AI-enabled campaigns.

1.4 Outline of the Report

The remainder of this report proceeds as follows: In Section 2, we provide an overview of in�uence
operations, introducing key terminology, describing what in�uence operations are and how they are
carried out, as well as providing a framework to distinguish between impact based on content and
downstream impact based on trust. We focus primarily on online in�uence operations, in part because
they are a frequent vector for text-based campaigns. In Section 3, we overview recent development in
generative models and describe current access and diffusion of capabilities. In Section 4, we tie these
two concepts together by examining how recent generative models could affect the future of in�uence
operations. We describe how language models will impact the actors, behavior, and content of existing
campaigns, and we highlight expected developments in the technology and critical unknowns.

The longest section of this paper is Section 5, where we move from threats to mitigations. We classify
a range of potential mitigations along four key stages in the AI-to-target pipeline: model construction,
model access, content dissemination, and belief formation. We conclude in Section 6 with overarching
takeaways. We suggest that newer generative models have a high probability of being adopted in future
in�uence operations, and that no reasonable mitigations can be expected to fully prevent this. However,
we also suggest that a combination of multiple mitigation strategies may make an important difference
and that many of these mitigations may require the formation of new collaborations between social
media platforms, AI companies, government agencies, and civil society actors. In addition, we highlight
several avenues for future research.

18. Kreps, McCain, and Brundage, “All the News That's Fit to Fabricate: AI-Generated Text as a Tool of Media Misinformation.”
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2 Orienting to In�uence Operations

Following Russia's interference in the 2016 US election, the study of online in�uence operations and
disinformation has grown dramatically. In this section, we begin with an overview of in�uence opera-
tions—what they are, why they are carried out, and the types of impacts they may (or may not) have.

2.1 What Are In�uence Operations, and Why Are They Carried Out?

While there is some debate about what activities constitute an in�uence operation,19 in this report, we
de�ne in�uence operations as covertor deceptiveefforts to in�uence the opinions of a target audience. 20

Of note, our de�nition is agnostic to the truth of the message (whether the content spread is true or
false) and the identity of the actor spreading it.

In�uence operations include operations that intend to activate people who hold particular beliefs, to
persuade an audience of a particular viewpoint, and/ or to distract target audiences. The logic of dis-
traction rests on the idea that propagandists are in competition for user attention on social media plat-
forms, which is already spread thin.21 If propagandists can distract target audiences from an unfavorable
narrative taking shape on social media—by spreading alternative theories or diluting the information
environment—they could successfully absorb user attention without necessarily persuading them.

In�uence operations can come in many forms and use an array of tactics, but a few unifying themes
tie many of them together. A recent report studying political in�uence operations in the Middle East 22

found that operations often exhibited one of several tactics:

• Attempts to cast one's own government, culture, or policies in a positive light

• Advocacy for or against speci�c policies

• Attempts to make allies look good and rivals look bad to third-party countries

• Attempts to destabilize foreign relations or domestic affairs in rival countries

In several of these cases, the accounts executing the operation masqueraded as locals expressing dis-
content with their government or certain political �gures. Social media manipulation operations often
employ this tactic of digital agents of in�uence, hiding the identity of the true information source from

19. Alicia Wanless and James Pamment, “How Do You De�ne a Problem Like In�uence?,”Journal of Information Warfare 18,
no. 3 (2019): 1–14, https: // www.jstor.org / stable/ 26894679.

20. Josh A. Goldstein, “Foreign In�uence Operations in the Cyber Age” (PhD diss., University of Oxford, 2021), https:// ethos.
bl.uk/ OrderDetails.do?uin= uk.bl.ethos.840171; Ben Nimmo, The Breakout Scale: Measuring the impact of in�uence operations
(Brookings Institution, September 2020), https: // www.brookings.edu/ research/ the-breakout-scale-measuring-the-impact-
of-influence-operations/ .

21. On attention economies and bounded rationality, see Elizabeth Seger et al.,Tackling threats to informed decision-making
in democratic societies: Promoting epistemic security in a technologically-advanced world(The Alan Turing Institute, October 14,
2020), https: // doi.org/ 10.17863/ CAM.64183.

22. M.A. et al., “Middle East In�uence Operations: Observations Across Social Media Takedowns,”Project on Middle East
Political Science, August 2021, https:/ / pomeps.org/ middle- east- influence- operations- observations- across- social- media-
takedowns.
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the target audience.23 Russia's Internet Research Agency (IRA) accounts, for example, pretended to be
Black Americans and conservative American activists, and directly messaged members of each targeted
community. Identifying these inauthentic accounts often relies on subtle cues: a misused idiom, a re-
peated grammatical error, or even the use of a backtick (̀ ) where an authentic speaker would use an
apostrophe (`). State-level adversarial actors often run a combination of tactics, leveraging their own
employees or outsourcing to digital mercenaries.

Since 2016, Meta and Twitter have removed well over a hundred social media in�uence operations,
stemming from dozens of different countries.24 These operations often include persona creation (cre-
ating fake identities to spread a message), fake news properties, and inauthentic ampli�cation efforts.
But in�uence operations have also expanded signi�cantly beyond Facebook and Twitter and into al-
ternative platforms, small group settings, and encrypted spaces.25 Reporting from the New York Times,
in hand with Israeli disinformation researchers, documented how “Iranian agents had in�ltrated small
[ Israeli] WhatsApp groups, Telegram channels and messaging apps” to spread polarizing content.26 At
times these in�uence operations display novel ingenuity, leveraging platform policies in an adversarial
fashion. A campaign supporting the Tanzanian government that was removed by Twitter in 2021, for
example, used false claims of copyright reporting to target Tanzanian activists' accounts.27

Much of the recent research and public attention on in�uence operations focuses on foreign campaigns—where
governments or citizens in one country target citizens in a different country.28 But, as the Tanzania ex-
ample shows, in�uence operations can also be domestically focused. Political actors frequently spread
covert propaganda targeting their citizens in order to boost their popularity, undermine that of an op-
ponent, or sow confusion in the political system. In 2020, Facebook suspended fake personas spreading
polarizing content about Brazilian politics that were linked to Brazilian lawmakers as well as President
Jair Bolsonaro and his sons, Congressman Eduardo Bolsonaro and Senator Flavio Bolsonaro.29 In fact,

23. Russia, for example, leverages personas that speak as if they are members of the targeted communities. Some of the
personas produce short-form content, such as tweets and Facebook posts. Others masquerade as journalists and write long-
form narrative content that they then submit to legitimate publications or publish on Russian self-administered proxy “media
outlets” or “think tanks.” For examples in the Russia context, see Renee DiResta and Shelby Grossman,Potemkin Pages &
Personas: Assessing GRU Online Operations, 2014-2019(Stanford Internet Observatory, 2019), https: // cyber.fsi.stanford.edu/
io / publication / potemkin- think- tanks. For another example, see Adam Rawnsley, “Right-Wing Media Outlets Duped by a
Middle East Propaganda Campaign,” The Daily Beast, July 7, 2020, https:/ / www.thedailybeast.com/ right- wing- media-
outlets-duped-by-a-middle-east-propaganda-campaign. For a variant of this tactic leveraging compromised websites, see
Mandiant, `Ghostwriter' In�uence Campaign: Unknown Actors Leverage Website Compromises and Fabricated Content to Push
Narratives Aligned with Russian Security Interests(Mandiant), https: // www.fireeye.com/ content/ dam/ fireeye-www/ blog/
pdfs/ Ghostwriter- Influence-Campaign.pdf. For examples of front proxy media sites and “think tanks,” seePillars of Russia's
Disinformation and Propaganda Ecosystem(U.S. Department of State, August 2020), https:// www.state.gov/ russias-pillars-
of-disinformation-and-propaganda-report/

24. Disinfodex (August 2020), database distributed by Carnegie Endowment for International Peace, https:// disinfodex.org/ ;
Gleicher et al., Threat Report: The State of In�uence Operations 2017-2020. Note, these are only the operations that have
been found and publicly reported. Because in�uence operations are typically designed to be kept secret, it likely re�ects an
undercount of all operations on these platforms.

25. Graphika, Posing as Patriots(Graphika, June 2021), https:// graphika.com/ reports/ posing-as-patriots.
26. Sheera Frenkel, “Iranian Disinformation Effort Went Small to Stay Under Big Tech's Radar,”New York Times, June 30,

2021, https:// www.nytimes.com/ 2021/ 06/ 30/ technology/ disinformation-message-apps.html.
27. Shelby Grossman et al., “The New Copyright Trolls: How a Twitter Network Used Copyright Complaints to Harass Tan-

zanian Activists,” Stanford Internet Observatory, December 2, 2021, https:// stacks.stanford.edu/ file / druid:bt877dz8024 /
20211202-tz-twitter-takedown.pdf.

28. Claire Wardle, “The Media Has Overcorrected on Foreign In�uence,”Lawfare, October 26, 2020, https:// www.lawfarebl
og.com/ media-has-overcorrected-foreign-influence.

29. Jack Stubbs and Joseph Menn, “Facebook suspends disinformation network tied to staff of Brazil's Bolsonaro,”Reuters,
July 8, 2020, https: / / www.reuters.com/ article / us- facebook- disinformation- brazil/ facebook- suspends- disinformation-
network-tied-to-staff-of-brazils-bolsonaro-idUSKBN2492Y5.
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many commentators believe thatdomestic, not foreign, in�uence operations are the most worrisome. 30

In�uence operations have additionally been deployed to take sides in intraparty politics, 31 and, in the
case of several attributed to the Chinese Communist Party, to target diaspora populations.32

2.2 In�uence Operations and Impact

In�uence operations can have impact based on their speci�c content or focus (e.g., through persuasion),
or by eroding community trust in the information environment overall.

In current in�uence operations, direct impact from content is sometimes limited by resources, quality
of the message, and detectability of the operation. These factors may matter differently depending on
the goals of the operator—for instance, if operators are looking only to distract instead of to convince
targets of a speci�c viewpoint, the quality of each individual message is likely far less signi�cant. In
theory, however, these constraints may be partially overcome by language models in the future.

Having an effect on trust in an information environment depends less on the substance and more on
creating the perception that any given message might be inauthentic or manipulative. Even if in�uence
operations do not change someone's views, they may lead people to question whether the content they
see from even credible sources is in fact real, potentially undermining faith in democratic and epistemic
institutions more broadly.

2.2.1 Impact Based on Content

An in�uence operation could have impact based on content if it (1) persuades someone of a particular
viewpoint or reinforces an existing one, (2) distracts them from �nding or developing other ideas, or
(3) distracts them from carving out space for higher quality thought at all. Often the goal is simply
to distract from information that is potentially harmful to the operator. 33 As advertisers, media outlets,
and platforms already compete for viewers, distraction operations can often exploit and exacerbate
such preexisting attention competitions to crowd out important information with attention-grabbing,
irrelevant information. Distraction operations therefore do not require a target to be persuaded by the
information spread, but rather that a target not be persuaded by (or even consider) some other piece of
information.

There are both historical and contemporary examples where the impact of an in�uence operation can
be clearly measured or traced. For example, in the 1980s during the HIV epidemic, the Soviet Union
waged an in�uence operation spreading the claim that the United States government created the virus

30. Emerson T. Brooking and Jacob Shapiro, “Americans Were Worried About the Wrong Threat,” Atlantic, January 10, 2020,
https:// www.theatlantic.com / ideas/ archive/ 2021/ 01/ bigger-threat-was-always-domestic/ 617618/ .

31. Shelby Grossman et al.,Staying Current: An Investigation Into a Suspended Facebook Network Supporting the Leader of
the Palestinian Democratic Reform Current(Stanford Internet Observatory, February 10, 2021), https: // purl.stanford.edu /
tk756wp5109.

32. “Chinese propagandists court South-East Asia's Chinese diaspora,” Economist, November 20, 2021, https:// www.econo
mist.com/ asia/ 2021/ 11/ 20/ chinese-propagandists-court-south-east-asias-chinese-diaspora.

33. Gary King, Jennifer Pan, and Margaret E. Roberts, “How the Chinese Government Fabricates Social Media Posts for Strate-
gic Distraction, Not Engaged Argument,” American Political Science Review111, no. 3 (2017): 484–501, https: // doi.org/ 10.
1017/ S0003055417000144.
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in a lab. One 2005 study found that 27% of African Americans still believed this claim.34 In 2016, the
IRA used manipulative agents of in�uence on Facebook to provoke real-world con�ict by organizing
protests and counter-protests outside the Islamic Da'wah Center in Houston.35 The impact is relatively
easy to trace here because the protests would not have occurred without the IRA's activity. A recent
literature review examining social science research on the effects of in�uence operations found “strong
evidence that long-term campaigns on mass media have measurable effects on beliefs and consequential
behaviors such as voting and risk-taking combat.” While noting that evidence remains sparse, the study
also found there is “some evidence that social media activity by exceptionally in�uential individuals and
organizations can stoke low-level violence.”36

However, the impact and effectiveness of in�uence operations are usually dif�cult to measure. Disin-
formation researchers typically focus on engagement metrics—things like clicks and shares—which are
inadequate proxy measures of social in�uence.37 In cases where a clear comparison group does not
exist, it can be dif�cult to determine how viewing or engaging with content translates into important
political outcomes like polarization or votes. While platforms make attributions and provide researchers
with data about taken-down in�uence operations, researchers still have limited visibility into the impact
on users or their subsequent behavior after engagement. Furthermore, not all in�uence operations are
detected. Even propagandists who attempt to measure their own impact can face challenges given multi-
causality and dif�culties in measuring opinion change over time. As scholars have noted, this ambiguity
has historically contributed to intelligence agencies in�ating the impact of their in�uence operations for
bureaucratic gain.38

Despite these measurement challenges, some features clearly limit the impact of existing campaigns,
including resources, content quality and messaging, and detectability. We outline these limitations below,
and discuss in the following section how generative models may help overcome these barriers.

• Resources: Like marketing campaigns, the success of an in�uence operation is a function of re-
sources and the ability to get the desired content in front of one's target. How many propagandists
does a political actor hire to write content? How many social media accounts can they obtain to
fake popularity? Low-resourced campaigns are less likely to get their desired content in front of

34. Renee DiResta, Michael McFaul, and Alex Stamos, “Here's How Russia Will Attack the 2020 Election. We're Still Not
Ready.,” The Washington Post, November 15, 2019, https:// www.washingtonpost.com/ opinions/ 2019/ 11/ 15/ heres-how-
russia-will-attack-election-were-still-not-ready/ .

35. Martin J. Riedl et al., “Reverse-engineering political protest: the Russian Internet Research Agency in the Heart of Texas,”
Information, Communication, and Society25, no. 15 (2021), ISSN: 14684462, https: // doi.org / 10.1080/ 1369118X.2021.
1934066.

36. John Bateman et al.,Measuring the Effects of In�uence Operations: Key Findings and Gaps From Empirical Research(Carnegie
Endowment for International Peace, June 28, 2021), https:// carnegieendowment.org/ 2021/ 06/ 28/ measuring-effects-of-
influence-operations-key-findings-and-gaps-from-empirical-research-pub-84824.

37. For example, researchers conducted a study comparing Twitter users who interacted with content from the IRA with
those who did not. The study found “no substantial effects of interacting with Russian IRA accounts on the affective attitudes
of Democrats and Republicans who use Twitter frequently toward each other, their opinions about substantial political issues,
or their engagement with politics on Twitter in late 2017.” Christopher A. Bail et al., “Assessing the Russian Internet Research
Agency's impact on the political attitudes and behaviors of American Twitter users in late 2017,” PNAS117, no. 1 (January 7,
2020), https: // doi.org/ 10.1073/ pnas.1906420116

38. Thomas Rid,Active Measures: The Secret History of Disinformation and Political Warfare(New York: Farrar, Straus, Giroux,
2020), 260, https: // us.macmillan.com/ books/ 9780374287269/ activemeasures.
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the target or to garner media coverage.39

• Quality and Message of Content: People are less likely to be persuaded by messaging if it strongly
counters their established attitude or if the arguments are poorly constructed or poorly reasoned.40

Campaigns with messaging that discon�rms targets' attitudes, does not successfully blend in with
a target's information environment, and provides low-quality arguments are, all else being equal,
less likely to be effective.41

• Detectability: Finally, operations that are quickly discovered are less likely to have an impact.
Social media platforms and independent researchers actively search for in�uence operations, and
platforms remove them in order to limit their reach. In fact, awareness that these operations may
be removed can itself shape the behavior of propagandists, leading them to pursue distraction
operations if they believe persona development—which requires longer-term investment but can
be more persuasive to observers—is not worth the effort.42

It is helpful to keep these limitations in mind as we consider the role that language models can play in
in�uence campaigns. If they can overcome existing limitations, then they may pose a signi�cant issue
for the information environment. We discuss this further in Section 4.

2.2.2 Downstream Impact Based on Trust

The second way that in�uence operations can have an impact is by eroding trust. Degrading societal
trust does not necessarily require high quality efforts: even when in�uence campaigns are detected,
their appearance, especially at scale, may cause users to become suspicious of other, authentic sources.43

Propagandists often aim to exploit vulnerabilities in their target's mental shortcuts for establishing trust,
especially where information technologies make it harder to evaluate the trustworthiness of sources. By
manipulating public perceptions of reputation, harnessing fake or misleading credentials and testimo-
nials, or tampering with photographic and video evidence, in�uence operators can serve to undermine

39. Beyond simply expanding the size of a campaign, greater resources may help operators target their content to a wider
range of people. Research on the 2016 election suggests that fake news consumption was heavily concentrated, with only 1%
of Twitter users exposed to 80% of fake news. Nir Grinberg et al., “Fake news on Twitter during the 2016 U.S. presidential
election,” Science363, no. 6425 (January 25, 2019): 374–378, ISSN: 10959203, https:// doi.org/ 10.1126/ science.aau2706

40. Hee Sun Park et al., “The Effects of Argument Quality and Involvement Type on Attitude Formation and Attitude Change:
A Test of Dual-Process and Social Judgment Predictions,”Human Communication Research33, no. 1 (January 2007): 81–102,
ISSN: 0360-3989, https:// doi.org/ 10.1111/ J.1468-2958.2007.00290.X.
41. However, as discussed above, note that the importance of this factor depends on the goals of the operator. If the goal is

pure distraction, having high-quality posts may be far less signi�cant than if the operator is aiming to actually persuade.
42. Josh A. Goldstein and Renee DiResta, “China's Fake Twitter Accounts Are Tweeting Into the Void,”Foreign Policy, De-

cember 15, 2021, https:// foreignpolicy.com/ 2021/ 12/ 15/ china-twitter- trolls-ccp- influence-operations-astroturfing / . We
recognize that, in some cases, in�uence operators desire their efforts to be detected in order to stir worry among a target pop-
ulation. However, because many in�uence operations seek to directly change opinions, and universally easy detection would
undermine efforts to stir worry, we treat lower detectability as desirable to propagandists.

43. Recent research suggests that educating people about deepfakes makes them more likely to believe that real videos they
subsequently see are also fakes; see John Ternovski, Joshua Kalla, and Peter Aronow, “The Negative Consequences of Informing
Voters about Deepfakes: Evidence from Two Survey Experiments,”Journal of Online Trust and Safety1, no. 2 (February 2022),
ISSN: 2770-3142, https: // doi.org/ 10.54501/ JOTS.V1I2.28. Politicians may also bene�t from the “liar's dividend” by falsely
claiming that real events that paint them in a critical light are fake news or deepfakes. See Robert Chesney and Danielle Citron,
“Deep Fakes: A Looming Challenge for Privacy, Democracy, and National Security,”California Law Review107, no. 6 (2019):
1753, https:// doi.org/ 10.15779/ Z38RV0D15J.
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trust beyond the speci�c topic of their campaign. 44 Lower societal trust can reduce a society's ability to
coordinate timely responses to crises, which may be a worthy goal for adversarial actors in and of itself.

In turn, lower societal trust also creates a more favorable operating environment for propagandists to
pursue their objectives. Preexisting polarization and fragmentation in society undercut the ability of
honest actors to establish broad credibility, and can give in�uence operators a foothold to tailor their
messaging to narrower audiences, sow division, and degrade social capital and institutional trust. Low
general trust undermines the norms that enable people and organizations to interact and cooperate
without extensive rules and processes to govern their behavior.45

44. Seger et al., Tackling threats to informed decision-making in democratic societies: Promoting epistemic security in a
technologically-advanced world.

45. Lower societal trust also increases transaction costs. In the economy, this decreases the ef�ciency of markets, and in
government, it incentivizes regulatory overreach and accordingly bureaucratic growth that can entrench interests and degrade
institutional agility. See Michael J. Mazarr et al., The Emerging Risk of Virtual Societal Warfare: Social Manipulation in a Changing
Information Environment (RAND Corporation, October 2019), 62, https:// doi.org/ 10.7249/ RR2714.
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3 Recent Progress in Generative Models

Understanding the present state of generative models is helpful for addressing their potential role in
in�uence operations. This section introduces generative models to disinformation researchers and poli-
cymakers, and will likely be familiar to those in the machine learning (ML) community.

3.1 What Are Generative Models, and How Are They Built?

In the last decade, research in AI has improved the ability to automate the production of digital content,
including images, video, audio, and text. These new generative AI models can learn to understand the
patterns in a given type of data—like text in the English language or the audio waveforms comprising
songs—in order to sample new items of that type and produce original outputs. In a wide number of
domains, progress in generative models over the past decade has moved shockingly quickly and produced
surprisingly realistic output, as illustrated in Table 3 and Figures 1, 2, and 3.

2011 2020
The meaning of life is the tradition of the an-
cient human reproduction: it is less favorable
to the good boy for when to remove her bigger

The meaning of life is contained in every sin-
gle expression of life. It is present in the in-
�nity of forms and phenomena that exist in all
aspects of the universe.

Table 3: Generative text model outputs in 2011 versus 2020. 46

These machine language systems consist of large arti�cial neural networks47 and are “trained” via a
trial-and-error process over mountains of data.48 The neural networks are rewarded when their algo-
rithmically generated words or images resemble the next word in a text document or a face from an
image dataset.49 The hope is that after many rounds of trial and error, the systems will have picked
up general features of the data they are trained on. After training, these generative models can be
repurposed to generate entirely new synthetic artifacts.

46. The 2011 text was generated from Ilya Sutskever, James Martens, and Geoffrey Hinton, “Generating Text with Recurrent
Neural Networks,” ed. Lisa Gooter and Tobias Scheffer,Proceedings of the 28th International Conference on Machine Learning,
2011, https:// icml.cc/ 2011/ papers/ 524_icmlpaper.pdf. The 2020 text was generated using the 175B GPT-3 model.

47. Arti�cial neural networks are a class of statistical models that are loosely inspired by biological brains. For a technical
introduction discussing the role of neural networks in modern machine learning, see the Introduction in Ian Goodfellow, Yoshua
Bengio, and Aaron Courville, Deep Learning(MIT Press, 2016), https:// www.deeplearningbook.org/ . For an introduction for
policymakers, see Ben Buchanan and Taylor Miller,Machine Learning for Policy Makers: What It Is and Why It Matters(Belfer
Center for Science and International Affairs, June 2017), https:// www.belfercenter.org/ sites/ default/ files/ files/ publication /
MachineLearningforPolicymakers.pdf.

48. For example, HuggingFace's BigScience project is using a training dataset of 1.5 TB (see “Building a TB Scale Multilingual
Dataset for Language Modeling,” Hugging Face BigScience, https:// bigscience.huggingface.co/ blog/ building- a- tb- scale-
multilingual-dataset-for-language-modeling); the original GPT-3 project (published in 2021) used a �ltered dataset of 570 GB;
the largest DeepMind's Gopher model saw about 1.3 TB of text. The text is composed via sources like web crawls, Wikipedia,
scanned books, and news articles.

49. Other methods to train generative models are also in development. For example, diffusion models have been applied
to text-to-image generation; see Aditya Ramesh et al., “Hierarchical Text-Conditional Image Generation with CLIP Latents,”
arxiv:2204.06125 [cs.CV] , April 2022, https: // doi.org/ 10.48550/ arxiv.2204.06125.
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