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CyberTipline reports to NCMEC 

OpenAI submits reports to the National Center for Missing & Exploited Children (NCMEC) 
when child sexual abuse material (CSAM) or child endangerment is identified on our 
platforms.  These CyberTipline reports may contain information about the user responsible 
for the illegal content and the minor victim, and the illegal content itself.  NCMEC reviews 
and sends the CyberTipline reports to law enforcement agencies for investigation. 

Multiple reports may be submitted for the same user or the same piece of content, such as 
when content is identified in different instances.  The number of CyberTipline reports also 
reflects supplemental reports.  OpenAI submits supplemental reports to NCMEC when 
providing additional information about egregious child exploitation cases, including CSAM 
production and the ongoing sexual abuse of children. 

Total pieces of content reported to NCMEC 

A CyberTipline report or supplement to NCMEC may include multiple pieces of content, 
such as images or videos.  Content can also be reported more than once, because the same 
piece of content may be identified in different accounts or instances. 

 

CyberTipline Reports to NCMEC Total Pieces of Content Reported to NCMEC 

31,132 31,510 
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